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Research and Publication
• Medical research should advance scientific knowledge - 

directly or indirectly - lead to improvements in treatment or 
prevention of disease
- Good research question, design, conduct and reporting

• Scientific manuscripts should present sufficient data so 
that a reader can fully evaluate the information and reach 
their own conclusions about the result

• Avoiding misinterpretation of study findings (e.g., spin/hype)



Purpose of the research publication
• Articles are written for multiple readerships:

•Healthcare professionals
- To learn how to treat their patients better

•Researchers:
- To inform their own research
- To help plan a similar study 
- To include the study in a systematic review

•Patients/consumers:
- To aid personal decision-making 

•Policy makers/purchasers: 
- To aid policy decision-making 

• … should present sufficiently detailed information to allow assessment of study 
reliability and relevance and comparison across studies



Obligation
• Scientific manuscripts should present sufficient 

information so that the reader can fully evaluate this new 
information and reach their own conclusions about the 
results
• Often the only tangible evidence that the study was 

ever done

• We need research we can rely on

• Good reporting is an essential part of good research
- open science, reproducibility and research(er) integrity
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Transparency & Reporting

”Readers should not have to 
infer what was probably done, 
they should be told explicitly”

Altman, BMJ 1996

Sauerbrei et al, Biom J 2021

www.equator-network.org

http://www.equator-network.org/


Research waste* 
from poor reporting

• “inadequate reporting occurs in all types of studies—
animal and other preclinical studies, diagnostic studies, 
epidemiological studies, clinical prediction research 
[predictive AI], surveys, and qualitative studies”

• “high amount of waste also warrants future investment 
in the monitoring of and research into reporting of 
research, and active implementation of the findings to 
ensure that research reports better address the needs 
of the range of research users”

Glasziou et al, Lancet 2014
* Research that has limited or no value



Reporting guidelines

• They are a minimum set of essential items when reporting a study
- Reminders of scientific content for authors
- Recommendations and guidance, not requirements

- Depends on journal enforcement

• Based on evidence and international consensus
- Community driven typically involving a multidisciplinary group

• Often accompanied by a long Explanation & Elaboration (E&E) paper
- Rationale on the importance of the items
- Examples of good reporting
- Educational 

• The EQUATOR Network (an international initiative) brings all the 
guidelines together
- Promotes transparent and accurate reporting of health research

www.equator-network.org





Reporting Guidelines/EQUATOR 
endorsed by

• Journals & publishers

• Research organisations

• Editorial organisations

• Funders



Journal Instructions to authors



ICMJE



Incentive? Completeness and transparency of reporting

“There is a positive correlation between the quality and the completeness of a 
reported systematic review or meta-analysis with citation rate which persists 

when adjusted for journal IF and journal 5-year IF”

Assumption: the better reported a study is, the more likely the findings will be 
used to improve patients outcomes and influence future research 



Prediction is a hot topic



ModelMania: e.g., prediction using the SEER data

• SEER is a population-based cancer registry from the 
US
- Covering ~48% of the US population

• >2000 papers (indexed on PubMed) 
developing/validating a cancer prediction model using 
the SEER data

• 521 papers published in 2024 (577 in 2023, 562 in 2022, 
408 in 2021, 298 in 2020) using the SEER data
- 10 papers per week in 2024
- >2300 papers in the last 5 years

(risk score*[tiab] OR nomogram*[tiab] OR prediction model*[tiab] OR prognostic 
model*[tiab] OR predictive model*[tiab]) AND SEER[tiab] AND 2024[dp]



Reporting of prediction models: ‘pre-ML’ era
(regression models)

Example: 228 articles [development of 408 prognostic models for 
patients with chronic obstructive pulmonary disease]

• 12% did not report the modelling method
• e.g., logistic/cox regression

• 64% did not describe how missing data were handled

• 70% did not report the model
• e.g., full regression equation/code (no model à no prediction)

• 78% did not evaluate assess calibration
• e.g., no calibration plot, no estimates of the calibration slope

• 24% did not evaluate model discrimination (e.g., AUC)





TRIPOD Statement
• Started in 2010, published in Jan 2015, in 11 journals

• Focus on models developed using regression methods
- Guidance is relevant for ML but not explicitly covered

• Explanation document (73 pages) focusses solely on 
regression

- Touches on conduct/’how to’ (best practice)
- Opportunity to highlight good methodology
- Opportunity to flag methodological issues

• Widely cited / included in journal author instructions
- Statement paper >9000 times; E&E paper >4000 times

• Needs to be tailored to the AI/ML community 
(TRIPOD+AI)

- e.g., examples, terminology, model presentation & 
availability, fairness, open science, PPI

- Harmonise the two fields (statistics/machine learning)



Do we have a problem with the design, 
methods, reporting or spin in AI research?...YES

Oxford
(oncology)

Utrecht
(general medical journals)



Adherence to TRIPOD

Oxford
(oncology)

Utrecht
(general medical journals)



COVID-19 prediction 
models

• 606 models -> “29 had low risk of bias, 32 
had unclear risk of bias, and 545 had high 
risk of bias

• “Most of the 606 models were appraised 
to have high or uncertain risk of bias 
owing to a combination of poor reporting 
and poor methodological conduct” 



Reporting of machine learning research
Reporting concerns identified include
• Characteristics of the data
• Small sample size
• Handling of missing data
• Description of model development
• Details on hyperparameter tuning
• Details on model validation
• Performance evaluation
- Often a focus on discrimination, or measures 

of accuracy
- Calibration overlooked

• Model availability
• Where is the model? 
• How to use it



Why it matters: risk of bias (‘off the shelf’ ML)

• Complete and transparent reporting aids risk 
of bias assessment
• Were the design/methods robust?
• Need authors to transparently tell readers 

all the key details

• Impacts on how we interpret study findings 
and conclusions

• (unfortunately) hype sells

Christodolou et al J Clin Epidemiol 2019Machine learning betterLogistic regression better



Why methods matter: risk of bias (‘off the shelf’ ML)
• Complete and transparent reporting aids risk 

of bias assessment
• Were the design/methods robust?
• Need authors to transparently tell readers 

all the key details

• Impacts on how we interpret study findings 
and conclusions

• (unfortunately) hype sells
• Not good for patients
• Need good design/robust methods & 

transparency for trustworthy research

Christodolou et al J Clin Epidemiol 2019Machine learning betterLogistic regression better



Questionable research practices
• The distribution of 306,888 AUC values 

(from ~97k abstracts on PubMed) 
- Clear excesses above the thresholds 

of 0.7, 0.8 and 0.9 and shortfalls 
below the thresholds 

• Evidence (or suggestive) of AUC 
hacking?

• Emphasising the need for registration, 
protocols, and clear and transparent 
reporting

White et al BMC Med 2023

Largest AUCs



Open science practices
• Increasing expectation to adhere to open science 

principles*
- Protocol and study registration rare
- Yet an expectation for trials

- Some journals are increasingly requiring analytical 
code sharing or statements (e.g., BMJ [from May 
2024])
- Code to implement models uncommon
- Hampers independent evaluation (Van Calster et 

al JAMIA 2019)

- Data sharing statements are often expected 
- …and should go beyond ‘available upon 

reasonable request’
- Current reality…data is rarely shared

Collins et al, J Clin Epidemiol 2024
* or give an explicit and meaningful justification for not adhering to open science 
(e.g., ethical/legal reasons, proprietary)



Overinterpretation (‘spin’)

“The calibration curve showed a 
good agreement between the 

predictive risk and the actual probability”



TRIPOD+AI is an 
international initiative to 
improve the completeness 
and transparency of reporting 
in studies developing clinical 
prediction models involving 
artificial intelligence driven by 
machine learning (and 
regression)

- Supplementary material includes an Explanation & Elaboration ‘light’ with bullet points to guide reporting 
- Longer Explanation & Elaboration paper currently being written with detailed guidance/education (to appear in 2025)



Developing
• Followed guidance set out by the EQUATOR Network (Moher et al PLoS Med 2010)

- (informed by on-going work [at the time] developing recommendations for consensus-based methods – the 
ACCORD statement, Gattrell et al, PLoS Med 2024)

• Over 200 international experts participated in the Delphi survey
- >27 countries covering six continents

• 28 experts participated in a consensus meeting (held online) in July 2022

• Researchers (statisticians/data scientists, epidemiologists, machine learning 
researchers/scientists, clinicians, radiologists, and ethicists), healthcare 
professionals, journal editors, funders, policymakers, healthcare regulators, patients, 
and the general public

Funded by CRUK and HDR UK





• New checklist of reporting recommendations which are agnostic to modelling approach to 
cover prediction model studies using any regression or machine learning method*

• Harmonisation of nomenclature between regression and machine learning communities

• The new TRIPOD+AI checklist supersedes the TRIPOD-2015 checklist, which should no longer 
be used (explanatory/explanation paper still useful; updated version currently in preparation)

• Particular emphasis on ‘fairness’ to raise awareness and ensure reports mention whether specific 
methods were used to address fairness. Aspects of fairness are embedded throughout the 
checklist, e.g., 

- Diverse and representative data (STANDING Together, Lancet Digital Health)
- Performance evaluated in key subgroups (e.g., defined by personal, social or clinical 

attributes)

* does not explicitly cover generative AI, but TRIPOD-LLM now available (Gallifant et al, Nat Med 2025); 
Interactive website (tripod-llm.vercel.app)



• The clinical decision the model is intended to support
- Why is the model needed?

• Clear description and provenance of the data being used
- Rationale, richness and representativeness
- Data quality and handling of any missing data
- How the data are being used to train/test
- Sample size considerations (for both training and testing)

• Rationale for the modelling approach (and details) including description of any tuning 
processes

• Modification of the ‘model performance’ item recommending authors evaluate model 
performance in key subgroups (e.g., defined by personal, social or clinical attributes)

• How to use the prediction model
- Any restrictions on use (i.e., freely available, proprietary)



• Inclusion of a new item on ‘patient and public 
involvement’ (PPI)

• Raising awareness and prompting authors to provide 
details on any PPI during the design, conduct, 
reporting (and interpretation) or dissemination of the 
study

• Increasingly expected in healthcare research
• Often a requirement for funding
• Some journals (e.g., BMJ) require an explicit PPI 

statement

• If there was no PPI in any aspect, then clearly state so

(Kuo et al, eClinicalMedicine, 2024)



Patient and public involvement

A group of patient partners was engaged during the design phase to provide feedback on 
prediction time horizons of interest, presentation of both risk predictions simultaneously 
[kidney failure and death], and how to visualise them (KDpredict app and figures of this 
report). A qualitative study is underway on how patients, care givers, and providers 
understand risk.

Liu et al, BMJ 2024



• Inclusion of a new ‘open science’ section with sub-items on
- Funding (and role of funder)
- Conflicts of interest
- Study registration
- Study protocols (TRIPOD-P in preparation)
- Data availability
- Code availability (analytical code and model code)

- Acknowledging difficulties in this area (e.g., proprietary issues)
- Any conditions/licences/hardware requirements
- TRIPOD-Code in preparation

- Items that are unable to be shared should be declared



Expanded guidance

Supplementary table 1; Collins et al BMJ 2024



Other reporting 
guidelines in the AI 

landscape



AI driven healthcare studies



DECIDE-AI
Focussed on early-stage AI studies which are 
important stepping stones towards large-scale 
(costly) comparative trials. 

The objective of DECIDE-AI is to improve 
reporting of clinical AI studies along four main 
axes:

- the performance of the AI systems when first used 
with humans in small-scale, actual clinical settings

- the safety profile of the AI systems prior to large-
scale utilisation

- the human factors (ergonomic) evaluation of the 
AI systems

- the preparatory steps towards large-scale (costly) 
randomised controlled trials

Vasey et al, BMJ/Nat Med 2023



The SPIRIT-AI and CONSORT-AI Working Group is an international 
collaboration of methodologists, statisticians, healthcare 

professionals, computer scientists, industry representatives, 
journal editors, policy-makers, health informaticists, experts in law 

and ethics, regulators, patients and funders.

www.clinical-trials.ai



• The SPIRIT-AI extension is a set of recommendations for clinical trial protocols 
evaluating interventions with an AI component. 

• SPIRIT-AI includes 15 new items which should be routinely reported in addition 
to the core SPIRIT 2013 items. 

• The checklist recommends that investigators provide 
- clear descriptions of the AI intervention
- prior evidence supporting the validation of the AI intervention
- the proposed trial setting in which the AI intervention will be evaluated
- specifying how the input and outputs of the AI intervention will be handled
- description of the intended human-AI interaction during the trial

Rivera et al, BMJ/Nat Med/Lancet Digital Health 2020

https://www.spirit-statement.org/


• The CONSORT-AI extension is a set of recommendations for clinical trial 
reports evaluating interventions with an AI component.

• The checklist includes 14 new items, which were considered sufficiently 
important for AI interventions, that should be routinely reported in addition 
to the core CONSORT 2010 items

• CONSORT-AI recommends that investigators provide 
- a clear description of the AI intervention
- including instructions and skills required for use
- handling of the input/output data of the AI algorithm
- the human-AI interaction
- results of any error cases analyses

Liu et al, BMJ/Nat Med/Lancet Digital Health 2020

http://www.consort-statement.org/


Generative AI: TRIPOD-LLM (Gallifant et al, Nat Med 2025); CHART - chatbots for health advice, (Huo et al, forthcoming); 
TREGAI - ethics for generative AI (Liu et al, arxiv 2013); CANGARU; responsible use, Cacciamani et al, forthcoming); 





• Set of 30 ‘best’ practices addressing technical, clinical, socio-ethical, and legal 
dimensions – underpinned by transparency

• The guideline addresses the entire AI lifecycle, from design and development to 
validation and deployment, ensuring alignment with real world needs and ethical 
requirements

• Continuous risk assessment and mitigation are fundamental, addressing biases, 
data variations, and evolving challenges during the AI lifecycle



Summary
• AI is a major driver of innovative technology with enormous potential to 

improve patient outcomes, decision-making, workflow efficiency 

• AI has the potential to harm, create healthcare disparities or widen 
existing one

• Trustworthy AI needs thorough evaluation using high methodological 
standards, followed by complete & accurate reporting

• Lots of evidence that AI research is poorly designed, conducted and 
reported

• The use of tools like TRIPOD+AI, CLAIM-2024, CONSORT-AI, DECIDE-
AI and PROBAST+AI can play a pivotal role to improve trust in AI 
research at various stages in the research pipeline


